EQUIVALENCE BETWEEN REPRESENTATIONS FOR SAMPLABLE STOCHASTIC PROCESSES AND ITS RELATIONSHIP WITH RIESZ BASIS.
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Abstract. In this paper we study the question of the representation of random variables by means of a countable Riesz basis. We study different representations for processes which are linearly determined by a countable Riesz basis. This concerns the representation of continuous time processes by means of discrete samples.

1. Introduction

Recall the definition of a Hilbert space representation given by Parzen [12] of a finite variance stochastic process. In this work we will study different equivalences between several representations for samplable processes. In this context, a samplable process, will mean a continuous time, or spatial process, which can be completely linearly determined by a series expansion, using a set of countable samples or measurements of the original process. This is related to the problem of reconstructing a signal from its samples. One of the most known results, related to this problem, is the Shannon-Whittaker-Kotelnikov (SWK) sampling theorem, which also has its stochastic version for wide sense stationary (wss) random processes:

Theorem 1.1. [13] Let \( \mathcal{Z} = \{X_t\}_{t \in \mathbb{R}} \) be a w.s.s. random process defined over a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), such that its spectral measure is concentrated in a finite interval \((-B, B)\), then

\[
X_t = \sum_{n \in \mathbb{Z}} \sin(Bt - \pi n) \frac{Bt - \pi n}{X_{\pi n}} 
\]

Where the convergence is in the \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \)-norm.

This result admits some generalizations for related processes. Lloyd [9] gave a necessary and sufficient conditions, in terms of the spectral measure, for a w.s.s. process to be completely linearly determined by its samples. This result can be extended for some non stationary processes [8]. However, the condition, for a process, of being linearly determined by its samples is weaker then the condition of the samples forming a basis. The study of conditions for a w.s.s. process to have a basis or minimal system goes back to Kolmogorov [13] [14]. However, all these references, as in the case of the SWK theorem, deal with equidistant samples.
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and are mostly stated for w.s.s. processes. The stochastic version of the SWK theorem, under additional conditions, gives an orthogonal set or a Riesz basis of samples which spans the Hilbert space spanned by the whole process \([11]\). The representation of signals using Riesz basis has many practical applications \([2]\), in particular, this gives a robust representation of the process under additive noise. A classical generalization of the (deterministic) SWK theorem was given by Kramer \([7]\). This result allows to treat the case of non uniform samples. In \([4]\) a converse of this result is given, stated as conditions on the interpolating functions. Here, by means of the reproducing kernel Hilbert space \([15]\) associated to the process, we will give an analogous to Kramer’s result, and its converse, for random processes, which are the (stochastic) integral transform of an appropriate kernel function. W.s.s. processes are particular cases of this. We shall see that this is also a necessary condition for a Riesz basis of samples. Under additional conditions, we prove that this representation is obtained in a very similar manner to a Karhunen-Loève (KL) expansion, although, the classic KL result may not be applied in this general case.

2. General conditions for the equivalence between representations

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, if \(X\) is an integrable random variable, we denote \(E(X) = \int X d\mathbb{P}\) Let \(T\) be a set of indexes, which in our case of interest, is considered uncountable. In this work we will assume that \(X = \{X_t\}_{t \in T}\) is a finite variance, zero mean random, real valued stochastic process with correlation function \(R(t, t') = E(X_t X_{t'})\). This positive definite function defines a reproducing kernel Hilbert space (RKHS) \([12]\) \([15]\), which we will denote \(H(X)\), the closed linear span of \(X\) in \(L^2(\Omega, \mathcal{F}, \mathbb{P})\), and some of their properties.

**Definition 1.** A Riesz basis for \(H\), a Hilbert space, is a family of vectors \(\{v_n\}_n \subset H\), such that \(v_n = U e_n\), where \(\{e_n\}_n\) is an orthonormal basis of \(H\), and \(U : H \rightarrow H\) is a bounded bijective operator.

A very useful characterization of Riesz basis is the following well known theorem:

**Theorem 2.1.** \([2]\) Let \(H\) be a Hilbert space, \(\{v_n\}_n\) is a Riesz basis for \(H \iff \{v_n\}_n\) is complete in \(H\), and there exists constants \(0 < A < B < \infty\), such that

\[
A \sum_k |c_k|^2 \leq \left\| \sum_k c_k v_k \right\|_H^2 \leq B \sum_k |c_k|^2.
\]

2.1. Condition for the existence of a countable Riesz basis of \(H(\mathcal{X})\), an stochastic Kramer like theorem and its converse. The Kramer sampling theorem \([7]\) gives a method for obtaining orthogonal sampling formulas, for functions-signals which are in the range of an appropriate integral operator. The SWK theorem for band limited functions is a particular case of this. In the random case, we can see briefly that something similar happens if we consider processes which are the integral transform of a suitable random measure. Here, \(\mathcal{X}\) denotes a set of indexes, which we assume to be, in general, uncountable, as this is the case of interest in sampling problems.

**Theorem 2.2.** Let \(M\) be a random orthogonal measure over a measurable space \((U, \mathcal{A})\), and let \(\mathcal{X} = \{X_t\}_{t \in \mathcal{X}} \subset L^2(\Omega, \mathcal{F}, \mathbb{P})\) be an stochastic process defined by
\[ X_t = \int k(t, s)dM(s), \text{ where } k(t, s) = \sum_{n \in \mathbb{Z}} S_n(t)f_n(s); \{f_n\}_n \text{ is a Riesz basis of } L^2(U, \mathcal{A}, \mu), \text{ with the control measure } \mu(.), = \mathbb{E}|M(.)|^2, (S_n(t))_n \in l^2 \text{ and } \{k(t, .)\}_{t \in \mathbb{T}} \text{ is complete in } L^2(\mu). \]

Then:

i) \( S_n(t) \) belongs to the RKHS generated by \( R(t, t') = \mathbb{E}(X_tX_{t'}) \) and if \( (\alpha_n)_n \in l^2 \) is such that \( \sum_{n \in \mathbb{Z}} \alpha_n S_n(t) = 0, \forall t \), then \( \alpha_n = 0, \forall n. \)

ii) There exists \( \{Z_n\}_n \), a Riesz basis of \( H(\mathcal{F}) \) such that \( X_t = \sum_{n \in \mathbb{Z}} S_n(t)Z_n \).

**Proof.** If \( \{f_n\}_n \) is a Riesz basis, then there exists a biorthogonal basis \( \{f_n\}_n \). Recalling the isometry between \( H(\mathcal{F}) \) and \( L^2(\mu) \) define \( Z_n = \int f_n dM \) and \( Z_n = \int f_n dM \).

Thus \( \{Z_n\}_n \) is a Riesz basis in \( H(\mathcal{F}) \), with a dual basis given by \( \{Z'_n\}_n \). From this: \( S_n(t) = \mathbb{E}(X_tZ_n) = \langle k(t, .), f_n \rangle_{L^2(\mu)} \). We have:

\[
\mathbb{E} \left| X_t - \sum_{|n| \leq N} S_n(t)Z_n \right|^2 = \left\| k(t, .) - \sum_{|n| \leq N} S_n(t)f_n \right\|_{L^2(\mu)}^2 \xrightarrow{N \to \infty} 0.
\]

Finally, suppose that \( (\alpha_n)_n \in l^2 \) is such that \( \sum_{n \in \mathbb{Z}} \alpha_n S_n(t) = 0 \) for all \( t \). This is equivalent to \( \mathbb{E} \left( \sum_{n \in \mathbb{Z}} \alpha_n Z'_nX_t \right) = 0 \) for all \( t \), then \( \alpha_n Z'_n = 0 \) and thus \( \alpha_n = 0 \) for all \( n \), since \( Z'_n \) is a Riesz basis.

---

**Definition 2.** A Hilbert space \( H \) is a representation of a random process \( \mathcal{F} = \{X_t\}_{t \in \mathbb{T}} \) if \( H \) is congruent to \( H(\mathcal{F}) \).

**Definition 3.** A family of vectors \( \{v_t\}_{t \in \mathbb{T}} \) in a Hilbert space \( H \), is a representation of a random process \( \mathcal{F} = \{X_t\}_{t \in \mathbb{T}} \) if for every \( s, t \in \mathbb{T} \): \( \langle v_t, v_s \rangle_H = \mathbb{E}(X_tX_s) \).

As in [4] it is possible to give a converse of this result (theorem 2.3). Giving appropriate conditions on the sampling functions, it is possible to obtain a Riesz basis of the whole space \( H(\mathcal{F}) \). In particular, the random process is linearly determined by its samples. In contrast to Garcia’s result [4], the hypothesis on the signal, in this random case, of being the image of an integral transform can be dropped. So, in principle, one may conjecture that there exists a larger class of processes with this property. However, is rather easy to see (theorem 2.5), that if there exists a Riesz basis of \( H(\mathcal{F}) \) then the process is the integral transform of an appropriate random measure.

**Theorem 2.3.** Let \( \mathcal{T} \) be a set of indexes, generally non countable, and let \( \mathcal{F} = \{X_t\}_{t \in \mathbb{T}} \subset L^2(\Omega, \mathcal{F}, \mathbb{P}) \) be a stochastic process, such that \( \mathbb{E}(X_t) = 0, \) for all \( t \in \mathcal{T} \). Let \( H(\mathcal{F}) \) be the closed subspace spanned by \( \mathcal{F} \). The following assertions are equivalent:

i) There exists a subset of \( T \) valued functions \( \{S_n\}_{n \in \mathbb{Z}} \in H(R) \) and a subset of random variables \( \{Z_n\}_{n \in \mathbb{Z}} \subset H(\mathcal{F}) \) such that:

a.1) \( (S_n(t))_n \in l^2, \) for all \( t \in \mathcal{T}, \) \( \langle (S_n, f)_H(R) \rangle_n \in l^2 \) for all \( f \in H(R), \) and if
\((a_n)_{n} \in l^2\) verifies \(\sum_{n \in \mathbb{Z}} a_n S_n(t) = 0\) for all \(t \in \mathbb{T}\), then \(a_n = 0\), for all \(n \in \mathbb{Z}\).

(2.1) \((\mathbb{E}YZ_n)_{n} \in l^2\) for all \(Y \in H(\mathbb{X})\) and \(X_t = \sum_{n \in \mathbb{Z}} S_n(t)Z_n\), where convergence is in the \(L^2\) norm.

ii) There exists \(\{Z_n\}_{n \in \mathbb{Z}}\), a Riesz basis of \(H(\mathbb{X})\).

iii) There exists \(\{S_n\}_{n \in \mathbb{Z}}\) a Riesz basis of \(H(\mathbb{R})\).

**Proof.** ((ii) \(\Rightarrow\) (i)) If \(\{Z_n\}_{n}\) is a Riesz basis of \(H(\mathbb{X})\), then there exists a biorthogonal basis \(\{Z'_n\}_{n \in \mathbb{Z}}\), such that \(S_n(t) = \mathbb{E}(Z'_n X_t)\) and \(X_t = \sum_{n \in \mathbb{Z}} S_n(t)Z_n\). These \(S_n(t)\) are unique, since \(Z_n\) is a Riesz basis. It is immediate that \((\mathbb{E}(Z_n))_{n} \in l^2\), for all \(Y \in H(\mathbb{X})\) and \(S_n \in H(\mathbb{R})\) from the definition. On the other hand, recalling the theory of reproducing kernels, for every \(f \in H(\mathbb{R})\), there exists \(Y \in H(\mathbb{X})\) such that \(f(t) = \mathbb{E}(X_t Y)\). This can be written as \(f(t) = \tilde{J}(Y)(t)\), where

\[
\tilde{J} : H(\mathbb{X}) \rightarrow H(\mathbb{R}) \\
y \mapsto \tilde{J}(Y) = \mathbb{E}(X_t Y)
\]

and where the reproducing kernel Hilbert space \(H(\mathbb{R}) = \text{Ran}(\tilde{J})\), is equipped with the norm [15]: \(\|v\|_{H(\mathbb{R})} = \inf\left\{\|w\|_{H(\mathbb{X})} : \tilde{J}(w) = v\right\}\). In this way, an isometry is defined and thus \(\langle S_n, f \rangle_{H(\mathbb{R})} = \mathbb{E}(Z'_n Y)\), but \((\mathbb{E}(Z'_n Y))_{n} \in l^2\) because \(\{Z'_n\}_{n}\) is also a Riesz basis. In particular, for all \(t \in \mathbb{T} : \sum_{n \in \mathbb{Z}} |S_n(t)|^2 < \infty\). Finally, let \((a_n)_{n} \in l^2\) be such that \(\sum_{n \in \mathbb{Z}} a_n S_n(t) = 0\), \(\forall t \in \mathbb{T}\). Hence:

\[
\sum_{n \in \mathbb{Z}} a_n S_n(t) = \sum_{n \in \mathbb{Z}} a_n \mathbb{E}(Z'_n X_t) = \mathbb{E}\left(X_t \left(\sum_{n \in \mathbb{Z}} a_n Z'_n\right)\right) = 0 \quad \forall t \in T.
\]

Then \(\sum_{n \in \mathbb{Z}} a_n Z'_n \in H(\mathbb{X})^\perp = \{0\}\), thus \(\sum_{n \in \mathbb{Z}} a_n Z'_n = 0\) but \(\{Z'_n\}_{n}\) is a basis, then \(a_n = 0\), for all \(n\).

((i) \(\Rightarrow\) (ii)) We shall see that \(\{Z_n\}_{n}\) of (i) is, indeed, a Riesz basis.

(Step I) Let \(T_k\) and \(T\) be defined as:

\[
T_k : H(\mathbb{X}) \rightarrow l^2 \\
y \mapsto (\mathbb{E}(Z'_n Y))_{n \in \mathbb{Z}}^{(k)}(y)
\]

and

\[
T : H(\mathbb{X}) \rightarrow l^2 \\
y \mapsto (\mathbb{E}(Z'_n Y))_{n}
\]

where the \(Z'_n\)'s are such that \(\mathbb{E}(Z'_n X_t) = S_n(t)\), thus,

\[
||T_k(Y) - T(Y)||_2^2 = \sum_{|n| > k} |\mathbb{E}(Z'_n Y)|^2 \quad \xrightarrow{k \rightarrow \infty} 0,
\]

and then pointwise convergence follows from this. On the other hand

\[
||T_k(Y)||_2^2 \leq \left(\sum_{|n| < k} |\mathbb{E}(Z'_n Y)|^2\right) \mathbb{E}|Y|^2,
\]

then, by the Banach-Steinhaus theorem, \(T\) is a bounded operator, so there exists \(B\) such that:

\[
\sum_{n \in \mathbb{Z}} |\mathbb{E}(Z'_n Y)|^2 \leq B \mathbb{E}|Y|^2.
\]
Then by Lemma 3.1.6. of [2], we have that

\[(2.2) \quad \left\| \sum_{n \in \mathbb{Z}} a_n Z'_n \right\|_{H(\mathcal{F})}^2 \leq B \sum_{n \in \mathbb{Z}} |a_n|^2.\]

For all \((a_n)_n \in l^2\).

(Step II) Let \(H(S)\) be the reproducing kernel Hilbert space induced by the linear operator

\[J : l^2 \longrightarrow H(S), \quad (\alpha_n) \mapsto J(\alpha) = \sum \alpha_n S_n(t)\]

note that \(J\) is well defined, and \(H(S)\) is the range of \(J\): \(\text{Ran}(J)\) equipped with the norm \(\|v\|_{H(S)} = \inf \{\|w\|_{\mathcal{F}} : J(w) = v \}\).

Let us see that \(H(S) = H(R)\), in the sense of set inclusions. Let \(v \in H(S)\), then

\[v(t) = \sum_{n \in \mathbb{Z}} \alpha_n S_n(t),\]

and thus \(v \in \text{Ran}(\tilde{J}) = H(R)\). On the other hand if \(v \in H(R)\), then \(v = \tilde{J}(Y)\), for some \(Y \in H(\mathcal{F})\), but if \(X_t = \sum Z_n S_n(t)\) and recalling again eq. 2.1:

\[v(t) = \sum_{n \in \mathbb{Z}} \mathbb{E}(Z_n Y) S_n(t) = J(\beta)(t)\]

with \(\beta_n = \mathbb{E}(Z_n Y), \beta \in l^2\), then \(v \in \text{Ran}(J) = H(S)\).

(Step III) Now, let us see that their norms are equivalent. In fact, consider the inclusion map \(H(R) \hookrightarrow H(S)\) and \(v_n = i(v_n) \xrightarrow{n \to \infty} w\) in the \(H(S)\)-norm and such that \(v_n \xrightarrow{n \to \infty} 0\) in the \(H(R)\)-norm. But as \(H(R)\) and \(H(S)\) are both RKHS, then convergence in norm implies pointwise convergence for each \(t \in \mathcal{F}\), so we have that \(v_n(t) = i(v_n)(t) \xrightarrow{n \to \infty} w(t) = 0\) for all \(t \in \mathcal{F}\), thus \(w = 0\), and then by the closed graph theorem \(i\) is continuous, but \(i\) is also a bijective map, then there exist constants \(0 < A \leq B < \infty\) such that:

\[A \|v\|_{H(R)} \leq \|i(v)\|_{H(S)} \leq B \|v\|_{H(R)},\]

but we have seen that \(v = J(\beta)\), with \(\beta_n = \mathbb{E}(Z_n Y)\), and since this coefficients are unique (condition a.1) \(\|v\|_{H(s)} = \sum_{n \in \mathbb{Z}} |\mathbb{E}(Z_n Y)|^2\). On the other hand, \(v = \tilde{J}(Y)\), thus

\[A \|Y\|_{H(\mathcal{F})} \leq \left( \sum_{n \in \mathbb{Z}} |\mathbb{E}(Z_n Y)|^2 \right)^{\frac{1}{2}} \leq B \|Y\|_{H(\mathcal{F})},\]

and then \(\{Z_n\}_n\) is a frame.

(Step IV) Now, we shall see that \(\{Z_n\}_n\) is a Riesz basis of \(H(\mathcal{F})\). Indeed \(\{Z_n, Z'_n\}_n\) is a biorthogonal system, with \(Z'_n\) as in (Step I). Since \(X_t = \sum_{n \in \mathbb{Z}} Z_n S_n(t)\) and

\[S_m(t) = \sum_{n \in \mathbb{Z}} \mathbb{E}(Z'_n Z_m) S_n(t), \text{ then } \mathbb{E}(Z'_m Z_n) = \delta_{m,n}.\]

Finally, let us see that \(\text{span}\{Z_k\}_k = H(\mathcal{F})\). For this, take \(Y \in H(\mathcal{F})\) such that \(\mathbb{E}(Z_k Y) = 0 \forall k \in \mathbb{Z}\), but this implies \(\mathbb{E}(Y X_t) = 0\) for all \(t \in \mathcal{T}\), and then \(Y = 0\) a.s.

\(((ii) \iff (iii))\) is immediate. □
The fact that every samplable process admits a representation as an stochastic integral, in this case, is a consequence of the fact that $H(\mathcal{X})$ is separable and that all separable Hilbert spaces are isometrically isomorphic. We will give a complete proof of this, in order to make the development of the work self contained. First, we need the following theorem:

**Theorem 2.4.** [5] Let the covariance function of a random process $\mathcal{X} = \{X_t\}_{t \in \mathbb{T}}$ admit the following representation: $R(t, t') = \int k(t, .)k(t', .)d\mu$, where $\mu$ is a positive measure over $(U, \mathcal{A})$, and $\{k(t, .)\}_{t \in \mathbb{T}} \subset L^2(\mu)$ is complete. Then $\mathcal{X} = \{X_t\}_{t \in \mathbb{T}}$ admits the following representation: $X_t = \int k(t, .)dM$ a.s., where $\{M(A), A \in \mathcal{A}\} \subset H(\mathcal{X})$ is an orthogonal random measure, such that $\mathbb{E}[M(.)]^2 = \mu(.)$.

With this result, we can prove:

**Theorem 2.5.** If there exists a Riesz basis, $\{Z_n\}_n$ of $H(\mathcal{X})$, given $(U, \mathcal{A}, \mu)$ a measure space, such that $L^2(\mu)$ is separable, then:
i) There exists an orthogonal random measure $M$ over $(U, \mathcal{A})$, with control measure $\mu$, i.e. $\mu(.) = \mathbb{E}[M(.)^2]$.

ii) There exists a Riesz basis $\{f_n\}_n$ of $L^2(\mu)$, such that: $X_t = \int k(t, .)dM(s)$, with $k(t, s) = \sum_{n \in \mathbb{Z}} S_n(t)f_n(s)$ and $\{S_n\}_n$ as in a.1) of theorem 2.3, and $\{k(t, .)\}_{t \in \mathbb{T}}$ a complete system.

**Proof.** If $\{Z_n\}_{n \in \mathbb{Z}}$ is a Riesz basis of $H(\mathcal{X})$, then $H(\mathcal{X})$ is separable as it is $L^2(\mu)$, so there exists an isometric isomorphism $J : H(\mathcal{X}) \rightarrow L^2(\mu)$, and taking $f_n = J(Z_n)$, then $\{f_n\}_{n \in \mathbb{Z}}$ is a Riesz basis of $L^2(\mu)$. So, we take,

$$k(t, .) = \sum_{n \in \mathbb{Z}} \mathbb{E}(X_tZ_n')f_n = \sum_{n \in \mathbb{Z}} S_n(t)f_n.$$  

The coefficients are the same, unique, $S_n(t)$’s of the previous result, so a.1) of theorem 2.3 holds. On the other hand $X_t = \sum_{n \in \mathbb{Z}} \mathbb{E}(X_tZ_n')Z_n$, thus $J(X_t) = k(t, .)$ and then

$$\mathbb{E}(X_tX_{t'}) = \int_U J(X_t)J(X_{t'})d\mu = \int_U k(t, .)k(t', .)d\mu,$$

and $\{k(t, .)\}_{t \in \mathbb{T}}$ is complete, indeed, take $h \in L^2(\mu)$ such that $\langle k(t, .), h \rangle_{L^2(\mu)} = 0$, for all $t \in \mathbb{T}$, and since $\langle f_n, h \rangle_{L^2(\mu)} = \mathbb{E}(Z_n, J^{-1}(h))$ and from the bi orthogonality of $\{Z_n\}_{n \in \mathbb{Z}}$ and $\{Z_n'\}_{n \in \mathbb{Z}}$, we have:

$$0 = \sum_{n \in \mathbb{Z}} \mathbb{E}(X_tZ_n')\mathbb{E}(f_n, h)_{L^2(\mu)} = \sum_{n \in \mathbb{Z}} \mathbb{E}(X_tZ_n')\mathbb{E}(Z_nJ^{-1}(h)) = \mathbb{E}(X_tJ^{-1}(h)).$$

As this holds, for every $t \in T$, then $J^{-1}(h) = 0$ a.s. and thus $h = 0$ a.e.-$[\mu]$. Finally, from the representation theorem 2.4, it follows that there exists a random measure $M$, such that $X_t = \int_U k(t, .)dM$, and $\mathbb{E}[M(.)^2] = \mu(.)$.

**Remark:** Alternatively, one may construct the random measure $M$, and the Riesz basis $\{f_n\}_{n \in \mathbb{Z}}$ in the following way: as $H(\mathcal{X})$ and $L^2(\mu)$ are both separable, take
any pair of orthonormal basis \( \{Y_n\}_{n \in \mathbb{Z}} \) and \( \{g_n\}_{n \in \mathbb{Z}} \) of \( H(\mathcal{X}) \) and \( L^2(\mu) \) respectively, and define over the algebra of \( \mathcal{A} \)-measurable subsets with finite \( \mu \) measure:

\[
M(A) = \sum_{n \in \mathbb{Z}} \langle 1_A, g_n \rangle_{L^2(\mu)} Y_n, \quad \text{and} \quad f_n = \sum_{m \in \mathbb{Z}} \mathbb{E}(Z_n Y_m) Y_m.
\]

Then one can verify that if \( A \cap B = \emptyset \) then \( M(A \cup B) = M(A) + M(B) \), and

\[
\mathbb{E}|M(A)|^2 = \sum_{n \in \mathbb{Z}} |\langle g_n, 1_A \rangle_{L^2(\mu)}|^2 = \int_U |1_A|^2 d\mu = \mu(A).
\]

From this, the measure \( M \) extends as usual. Now, given \( M \), the stochastic integral \( \int fdM \), for \( f \in L^2(\mu) \) is constructed in the standard way, defining an isometry.

2.2. Application: A sampling theorem. The following result, shows how the previous results may be applied to the problem of characterizing process which are linearly determined by its samples, and which also form a Riesz basis

**Corollary 2.1.** Let \( \{X_t\}_{t \in \mathbb{T}} \) be a zero mean, finite variance stochastic process. The following are equivalent:

i) There exists \( S_n \in H(\mathcal{R}) \), \( Z_n \in H(\mathcal{X}) \) and \( \{t_n\}_n \subset \mathbb{T} \) such that:

\[
(b.1.) \sum_{n \in \mathbb{Z}} |S_n(t)|^2 < \infty, \quad \forall \ t \in \mathcal{T}, \ S_n(t_r) = \delta_{n,r} \quad \text{and} \quad \langle (S_n, f)_{H(\mathcal{R})} \rangle_n \in l^2 \quad \text{for all} \quad f \in H(\mathcal{R}).
\]

\[
(b.2.) \langle \mathbb{E}(YX_{t_n}) \rangle_n \in l^2 \quad \forall \ Y \in H(\mathcal{X}) \quad \text{and} \quad X_t = \sum_{n \in \mathbb{Z}} X_{t_n} S_n(t).
\]

ii) There exist \( \{t_n\}_{n \in \mathbb{Z}} \) such that \( \{X_{t_n}\}_n \) is a Riesz basis of \( H(\mathcal{X}) \).

iii) Given \( (U, \mathcal{A}, \mu) \) a measure space, such that \( L^2(\mu) \) is separable, there exists \( M \) an orthogonal random measure over \( (U, \mathcal{A}) \), \( \{t_n\}_{n \in \mathbb{Z}} \) and \( k(t, .) \in L^2(\mu) \) such that \( \{k(t_n, .)\}_{n \in \mathbb{Z}} \) is a Riesz basis of \( L^2(\mu) \), with \( \mathbb{E}|M(.)|^2 = \mu(.) \) and \( X_t = \int_U k(t, .) dM \).

2.3. Examples:

2.3.1. The SKW theorem with a Riesz basis. Let \( \mathcal{X} = \{X_t\}_{t \in \mathbb{R}} \), be defined by:

\[
X_t = \int_{\mathbb{R}} e^{it\lambda} dM(\lambda),
\]

where \( M(.) \) is an orthogonal random measure, such that \( \mu(A) = \mathbb{E}|M(A)|^2 = \int \phi(\lambda) d\lambda \). For some non negative \( \phi \in L^1(\mathbb{R}) \), is an standard result that such \( M \), exists [5]. Moreover we can take \( \phi \), such that \( A \leq \phi \leq B \), a.e. on \( [-\pi, \pi] \), for some \( A, B > 0 \), and \( \phi = 0 \) a.e. on \( [-\pi, \pi]^c \). The resulting process is w.s.s. and it is easy to verify that \( \{\frac{e^{it\lambda}}{\sqrt{2\pi}}\}_{n \in \mathbb{Z}} \) is a Riesz basis of \( L^2(\mathbb{R}, d\mu) \) and that, \( \{X_n\}_{n \in \mathbb{Z}} \) is also a Riesz basis of \( H(\mathcal{X}) \). Moreover, the dual basis is given by \( \{\frac{e^{it\lambda}(\phi(\lambda))^{-1}}{\sqrt{2\pi}}\}_{n \in \mathbb{Z}} \), and then \( S_n(t) = \mathbb{E}(X_{t_n} Z_n) = \frac{\sin(\pi(t-n))}{\pi(t-n)} \), and obviously, \( k(t, \lambda) = e^{it\lambda}1_{[-\pi, \pi]}(\lambda) \).

\footnote{In this case, the condition on \( \mu \) of being absolutely continuous with respect to the Lebesgue measure, is necessary, as it was proved in [11].}
2.3.2. Bessel-Hankel Transforms. Consider \( \mathcal{X} = \{X_t\}_{t \in \mathbb{R}_{>0}}, \) a process defined in the following way: take \( \{W_t\}_{t \in [0,1]} \) a Wiener process, and the orthogonal basis \( \{\sqrt{x}J_r(x \lambda_n)\}_{n \in \mathbb{N}} \subset L^2[0,1], \) where \( \lambda_n \) is the \( n \)-th positive zero of the Bessel function \( J_r, \ r > -1. \) Thus, if

\[
X_t = \int_{[0,1]} \sqrt{x}J_r(xt)dW(x), \quad \text{then} \quad X_t = \sum_{n \in \mathbb{N}} X_{\lambda_n} \frac{2\sqrt{x} \lambda_n J_r(t)}{J_r'(\lambda_n)(t^2 - \lambda_n^2)} ,
\]

where convergence is in the m.s. sense, this follows from the classic formula Bessel-Hankel Transforms.

3. Karhunen-Loève type expansions

In the previous section, we have seen that the random variables \( Z_n \) and the functions \( S_n \) are related. Indeed if \( \{Z_n'\}_{n \in \mathbb{Z}} \) is the associated dual basis we know that \( S_n(t) = \mathbb{E}(Z_n'X_t) \). We would like to give some additional condition under which the \( Z_n \)'s are obtained in a similar fashion to “random Fourier coefficients” as in the original K-L expansion. This point of view may be of more practical use in some applications. However, in this case, we shall confine to the case when \( \mathcal{T} \) is an open subset of \( \mathbb{R}^d \). First we begin with an auxiliary result:

**Proposition 3.1.** Let \( \mathcal{T} \subset \mathbb{R}^d \) be an open subset, let \( \{X_t\}_{t \in \mathcal{T}} \) be a m.s. continuous random process and let \( \nu \) be a finite Borel Measure, such that \( \nu \) is equivalent to the Lebesgue measure \( (\nu \equiv \lambda) \) and \( \mathbb{E}|X_t|^2 = R(t, t) \in L^2(\nu) \). If there exists \( \{Z_n\}_{n \in \mathbb{Z}} \) a Riesz basis of \( H(\mathcal{X}) \) and if \( \{S_n\}_{n \in \mathbb{Z}} \) is as in the previous result, then \( \{S_n\}_{n} \) is a Bessel sequence (with respect to \( \|\cdot\|_{L^2(\nu)} \)). And \( T : l^2 \longrightarrow L^2(\nu), \) defines a linear, bounded and injective operator.

**Remark:** Note that under this conditions there exists an stochastically equivalent measurable version of \( \{X_t\}_{t \in \mathcal{T}} \) [5], i.e. a version which is \( \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F} \)- measurable, as a function of \((t, \omega) \in \mathcal{T} \times \Omega \). Indeed, we shall work with that measurable version.

**Proof.**

\[
\left\| \sum_{k=1}^{N} c_k S_k \right\|_{L^2(\nu)}^2 = \mathcal{T} \sum_{k=1}^{N} c_k S_k(t)^2 \ d\nu(t) = \mathcal{T} \sum_{k=1}^{N} c_k \mathbb{E}(Z_n'X_t)^2 \ d\nu(t) .
\]

This integral can be bounded, using the Cauchy-Schwartz inequality and the Bessel condition on the \( Z_n' \)’s:

\[
\int_{\mathcal{T}} \left| \mathbb{E} \left( X_t \left( \sum_{k=1}^{N} c_k Z_k' \right) \right) \right|^2 d\nu(t) \leq \int_{\mathcal{T}} R(t, t) \mathbb{E} \left( \left| \sum_{k=1}^{N} c_k Z_k' \right|^2 \right) d\nu(t) \leq B \left( \int_{\mathcal{T}} R(t, t) d\nu(t) \right) \sum_{k=1}^{N} |c_k|^2 .
\]

Now, if \( K \) is a compact subset , \( (c_n) \in l^2, \) and since \( X_t \) is m.s. continuous then \( R(t, t) \) is continuous and bounded. In a similar manner as in the previous bound,
by the Cauchy-Schwartz inequality, we have:
\[
\left| \sum_{k=M}^{N} c_k S_k(t) \right| \leq \sup_{t \in K} \left( R(t,t) \right)^{1/2} \left( \sum_{k=N}^{M} |c_k|^2 \right)^{1/2} \rightarrow_{N,M \rightarrow \infty} 0 .
\]

Then \( \sum_{k \in \mathbb{Z}} c_k S_k \) converges uniformly over compact sets. On the other hand, \( |S_n(t) - S_n(s)|^2 \leq \mathbb{E}[Z_n]^2 \mathbb{E}|X_t - X_s|^2 \), so the \( S_n \) are continuous over \( K \), and the same holds for \( \sum_{k \in \mathbb{Z}} c_k S_k \) from the uniform convergence. Now, if \( (c_n)_{n} \) is such that
\[
\left| \sum_{k \in \mathbb{Z}} c_k S_k \right|_{L^2(\nu)} = 0,
\]
thus \( \sum_{|k| \leq N} c_k S_k \xrightarrow{N \rightarrow \infty} 0 \), and then we have \( N_1 < \cdots < N_{k-1} < N_k \rightarrow \infty \), a subsequence, such that \( \sum_{|k| \leq N_r} c_k S_k \xrightarrow{r \rightarrow \infty} 0 \) a.e. \( [\nu] \), and since \( \nu \equiv \lambda \), then \( \sum_{k \in \mathbb{Z}} c_k S_k(t) = 0 \), for all \( t \). But the condition a.1) from theorem 2.2, implies \( c_n = 0 \), for all \( n \). Thus,
\[
T : t^2 \longrightarrow L^2(\nu) ,
\]
is a well defined, linear and bounded operator, which is injective.

\[ \square \]

Now, if \( (\mathfrak{X}, \mathfrak{F}, \nu) \) is a measure space, given the process \( X_t \), and if \( \{S_n\}_{n} \) is a basic sequence, we can find the random variables \( Z_n \), calculating an integral over \( \mathfrak{X} \):

\textbf{Theorem 3.1.} Let \( \mathfrak{X} = \{X_t\}_{t \in \mathfrak{T}} \) be measurable \( \text{i.e. } X(t, \omega) \) is \( \mathfrak{F} \)-measurable), and let \( \nu \) be a \( \sigma \)-finite measure, such that \( R(t,t) \in L^1(\nu) \). If \( \{S_n\}_{n \in \mathbb{Z}} \) is a basis of \( \mathfrak{M} = \mathfrak{F} \otimes \mathfrak{M} \{S_n\}_{n} \), then:

i) \( (3.1) \)
\[
T f(\omega) = \int_{\mathfrak{T}} X(t,\omega) f(t) d\nu(t)
\]
defines a bounded linear operator from \( L^2(\nu) \) to \( H(\mathfrak{X}) \), and \( T(S_n^*) = Z_n \), where \( \{S_n^*\}_{n} \) is the dual basis of \( \{S_n\}_{n} \) with respect to the \( L^2(\nu) \)-norm.

ii) \( (3.2) \)
\[
T^f(t) = \int_{\mathfrak{T}} R(t,t') f(t') d\nu(t')
\]
defines a bounded linear operator from \( L^2(\nu) \) to \( H(\mathfrak{R}) \), and \( T(S_n^*) = S_n^* \), where \( \{S_n^*\}_{n} \) is the dual basis of \( \{S_n\}_{n} \) with respect to the \( H(\mathfrak{R}) \)-norm.

\textbf{Proof.} i) Let us prove first that \( T : L^2(\nu) \rightarrow L^2(\mathfrak{P}) \), is well defined and bounded. Indeed, if \( X(t, \omega) \) is \( \mathfrak{F} \)-measurable, and as \( R(t,t) \in L^1(\nu) \) then \( X(t, \omega) \in L^2(\nu) \) for almost all \( \omega \) \( [\mathfrak{P}] \). Thus, as \( f \in L^2(\nu) \), the integral 3.1 is well defined. On the other hand, by Minkowski’s and Cauchy-Schwartz’s inequalities, respectively:
\[
\mathbb{E}|T f|^2 = \mathbb{E} \left| \int_{\mathfrak{T}} X(t, .) f(t) d\nu(t) \right|^2
\]
bounded operator.

\[ \text{eq. 3.3} \]

where \( T \) is defined as in \eqref{eq:3.1}, and \( \tilde{J} \) as in \eqref{eq:2.1}. Thus \( T' = J \circ T \) defines a bounded operator.
Final Remarks. Note that from the proof of theorem 3.1 we get that $A \sum_{n} |\langle S_n, f \rangle|^2 \leq \mathbb{E}|Tf|^2$, so if $Tf = 0$ a.s. then $\langle S_n, f \rangle = 0$ for all $n$, thus $f \in \mathcal{A}^\perp$. In a similar manner, if $f \in \mathcal{A}^\perp$, then $Tf = 0$ and so $\text{Ker}(T) = \mathcal{A}^\perp$. In particular if $\mathcal{A}$ is the whole space $L^2(\nu)$, then $T$ is injective. A similar analysis holds for $T'$.

In these last results $\{S_n\}_n$ cannot be an unconditional (Riesz) basis with respect the $L^2(\nu)$-norm, indeed, if this would be the case, as the $\{Z_n\}_n$ are already a Riesz basis, we have that $A \sum_{n} |S_n(t)|^2 \leq R(t,t) \leq B \sum_{n} |S_n(t)|^2$, and integrating, we get $\sum_{n} \|S_n\|_{L^2(\nu)}^2 < \infty$, which contradicts the fact that $\inf_{n} \|S_n\| > 0$.
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